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Abstract: The COVID-19 pandemic which began as an epidemic demonstrates the need for a better 
system and technologies to monitor and identify health emergencies before they become a disaster that 
claims human lives and damages the economy. The twenty-first century is known for technological 
advancements, particularly in the fields of Artificial Intelligence (AI) and Machine Learning (ML). A 
number of AI and ML-based algorithms and models have been developed to date for surveillance and 
precision decision-making in the healthcare domain. Machine Learning, as represented by Supervised 
Machine Learning, Unsupervised Machine Learning, Reinforcement Learning, and Semi-Supervised 
Machine Learning algorithms, has made considerable progress in the field of health care, However, there 
is still room for advancement. The purpose of this review paper is to identify the models developed for 
epidemic assessment and prediction, and simultaneously identify which areas of the healthcare system 
need improvement and how Machine Learning models can help.

Keywords: Pandemic, Epidemic, Artificial Intelligence, Machine Learning, Surveillance and Decision-
making.

1. Introduction

Epidemics have been haunting human beings for centuries. In the past few decades, 
the outbreak of several diseases like the Black Death, Spanish flu, smallpox, Ebola, 
influenza, etc., and most recently Covid-19 aroused worldwide concern. A major 
public health issue is the prediction and analysis of epidemiological data. Several 
variables [1] are required to predict a future outbreak, apply preventative measures, and 
track disease outbreak progress. The health sector has recently received more attention 
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from machine-learning (ML) and Artificial Intelligence (AI) communities.AI [2] has 
numerous advantages, including flexibility, adaptability, pattern recognition, and quick 
computation and learning capabilities. AI aims [3] to create systems that replicate 
human behaviours, while ML allows systems to learn from fresh data without explicitly 
being programmed. Machine algorithms allow one to improve the predictive analytic 
accuracy for a certain task and develop new skills over time. 

Electronic medical record (EMR) systems serve as the major sources of information 
in the twenty-first century. EMR was supposed to make clinical decision-making more 
efficient. Unfortunately, the digitization of medical data has resulted in “information 
overload” for healthcare practitioners. Because computers [4] can handle a broader 
range of variables, using predictive analytics via artificial intelligence (AI)/machine 
learning (ML) could improve our ability to discover clinically important patterns, 
such as those for epidemic diseases. Despite the significant performance of AI-based 
healthcare ML systems, researchers have focused in recent years on the interpretability, 
explainability, and trustworthiness of AI/ML. [5]

2. Objective

The purpose of this work is to illustrate epidemic prediction methods in the domain 
of healthcare. The study seeks to identify the need for a new machine-learning model 
capable of making accurate and dynamic predictions.

3. Techniques/Methods

Machine learning, as a topic of research, stands at the intersections of computer science, 
statistics, and a range of other disciplines concerned with automatic improvement over 
time, as well as inference and decision-making under uncertainty[6]. It is also known 
as predictive learning or statistical learning. Machine learning has tremendously 
influenced the way data-driven research is done today[7]. Machine learning is all about 
creating algorithms that allow the computer to learn. Learning is a process of finding 
statistical regularities or other patterns of data[8]. Several machine learning models 
have been developed to analyse the data complexity and extract useful information 
from the data. With time, certain modifications and rectifications are being done to 
improve the ability of models to learn the hidden pattern in the dataset, recognition of 
voice, and sentiment of social media posts. In machine learning [9, 10], representations 
and generalizations are used. 
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3.1. Components of Machine Learning Models

3.1.1. Supervised Machine Learning

A labelled training dataset is used in supervised machine learning algorithms to train the 
underlying algorithm first. This trained algorithm is then used to classify the unlabelled 
test dataset into similar groups. Supervised learning can be further categorized into 
two parts: Regression and Classification where the former can be used for prediction 
purposes and the latter to classify the output variables into two or more categories. 
The primary distinction between them is the outcome variable i.e. in classification 
the output variable is discrete whereas in the regression it is a real value or continuous 
number. Classification further can be classified into Binary classification and multiple 
classifications. In Binary classification, the output is categorised into two classes, like; 
yes/no, on the other hand, in multiple-class classification, the output is categorised 
into more than two classes.[7, 11] 

3.1.2. Unsupervised machine learning

Unlike supervised machine learning, in unsupervised machine learning, there is no prior 
exercise to train the machine algorithm. Machine algorithms are just fed with unlabelled 
datasets based on their learning and experience in cluster groups. Since the machine is 
not familiar with the dataset, the output is also unknown to the data instructor. There are 
two important components of unsupervised learning,[7] transformation of dataset and 
clustering. Unsupervised dataset transformations are algorithms that produce a different 
representation of the data that can be easier to understand for humans or other machine 
learning algorithms than the original representation of the data. In contrast, clustering 
algorithms distribute data into distinct groups of similar features. For instance, google 
photos allow you to organize your pictures that might look like the same person

3.1.3. Reinforcement machine learning

Reinforcement machine learning follows a trial-and-error method to learn, which is 
based on the Rewards function. Rather than producing one output for one input, 
machine algorithms produce an output with an incentive or reward which helps 
algorithms to learn how a human does. Like in an online chess game, algorithms learn 
from past actions. 



66 | Journal of Applied Statistics & Machine Learning : 3(1-2) 2024

Reinforcement machine [11] uses concepts from dynamical systems theory, 
specifically known as Markov decision processes. Markov decision processes are designed 
to incorporate only these three aspects—sensation, action, and goal—in their most 
basic forms, without underplaying any of them. Any approach that is well suited to 
solving such problems is considered a reinforcement learning method. Reinforcement 
learning possesses traits that are different from other machine learning algorithms, 
which is the trade-off between exploitation and exploration. To obtain the reward, the 
agent must exploit what it has already experienced, but it must also explore to make 
better future action selections. 

3.1.4. Semi-supervised machine learning

Semi-supervised machine learning try to overcome the disadvantages of both supervised 
and unsupervised machine learning algorithms. Supervised machine learning 
needs a large amount of label data set which is costly and time-consuming whereas 
unsupervised makes clusters based on similarities in the data set which might be not 
effective and precise [12]. Thus, it is the amalgamation of supervised and unsupervised 
machine learning in which firstly, algorithms are used to train with mixed datasets 
i.e. labelled and unlabelled datasets. This mixed dataset comprises little labelled data 
and a significant amount of unlabelled data. One of the prominent examples of semi-
supervised is a speech analysis. 

4. Examples of some prominent machine learning models

4.1. Logistic Regression

Logistic Regression is an essential component of supervised machine learning. It is 
useful for describing the relationship between one or more explanatory variables (say,x) 
and the dependent variable(say, ф(x)). Generally, the relationship between x and ф(x) 
is non-linear in logistic regression and practice, it has been seen that the value of ф(x) 
either increases or decreases continuously concerning the value of x. The most widely 
used basic form of logistic regression is given by-

 ф  (i)
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where a and b  are unknown parameters and beta reflects the rate of change in the curve. 
These unknown parameter in (i) [13], are estimated by a numerical implementation 
of the Maximum Likelihood estimation method. The outcome variable in logistic 
regression is binary or dichotomous, and the conditional distribution of the outcome 
variable follows the binomial distribution.

4.2. Naïve Bayes

Naive Bayes is a simple probabilistic classifier that predicts the class that optimizes the 
posterior probability using the Bayes theorem. The naive Bayes classifier is based on the 
notion that attributes are independent. Naive Bayes [7], models are extremely effective 
because they learn parameters by examining each feature separately and gathering 
straightforward per-class statistics from each feature. 

The primary task in using [14], the Naïve Bayes classifier is to estimate the 
joint probability density function for each class, which is accomplished through 
multivariate normal distribution. If a training dataset comprises n points xᵢ ,i=1,2,..,n 
in a d-dimensional space, and yᵢ represents the class cᵢ,i=1,2,..,n for each point. It 
evaluates the posterior probability P(cᵢ |x) for each class cᵢ and picks the class with the 
highest probability. The predicted class is given as

 ŷ=max[P(cᵢ│x)]

4.3. Support Vector Machine

Support vector machine is a supervised machine learning based on the maximum margin 
linear discriminants in which the objective is to determine the optimal hyperplane that 
maximizes the margin between the classes[14]. What distinguishes SVM from other 
machine learning methods is that it can use nonlinear relationships to map points to 
other dimensions and thus classify points  that are not linearly separable[15]. Since 
training with large-scale datasets can become complicated and time-consuming, SVM 
is the best fit for small datasets and outperforms many algorithms in terms of accuracy. 
SVM uses a subset of training points to enhance classification efficiency. It will not 
perform well if the dataset contains noise. SVM can solve both linear and nonlinear 
problems, but nonlinear SVM is recommended over linear SVM because of its superior 
efficacy[16].
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4.4. Decision Tree

Decision Tree widely used for classification and regression. A decision tree classifier 
is a recursive, partition-based tree model and this recursive technique yields a binary 
tree of decisions, each node of which contains questions. Each node in the decision 
tree denotes either a question or a terminal node (i.e., leaf ) containing the answer. 
This is like building a hierarchical partition. The data is recursively partitioned until 
each leaf in the decision tree contains only one target value. Decision trees also can be 
used for regression problems. To make a prediction, we explore the Decision tree based 
on the tests in each node and determine the leaf into which the new data point falls. 
The prominent problem of the decision tree is overfitting. There are two methods to 
prevent overfitting: pre-pruning and post-pruning[7] [14].

4.5. Artificial Neural Networks

Artificial Neural Networks are a collection of machine learning algorithms which is 
based on the complex nature of human brains, which includes billions of interconnected 
neurons that process information simultaneously. An artificial neural network is made 
up of three layers: an input layer (or nodes), hidden layers (one or two or even three), 
and a final layer of output neurons. Each connection has attributed a weight, which is 
a numerical value[17]. Multiple approaches for classification and prediction utilising 
artificial neural network methods have been proposed in the last two decades. Their 
ability to execute mapping is one of the reasons for their extensive use[18].

5. Review of Epidemics Prediction Models as Per diseases

5.1. Coronavirus disease (Covid -19)

Shuo Feng et al. [19] applied the SEIR (Susceptible-Exposed-Infected-Removed) 
model and AI model to analyse the epidemic trend in Wuhan(epicentre) and non-
Wuhan(non-epicentre) areas respectively. Here AI model consists of DNN (Deep 
Neural Network) and RNN (Recurrent Neural Network). Factor (or parameters) that 
are taken here is epidemiological data of covid-19, migration index, population density, 
per capita GDP, the distance of each province from Wuhan and average temperature. 
They found that the SEIR model and AI model accurately anticipated the infection 
value of the epidemic condition in Wuhan and non-Wuhan provinces. Also mentioned 
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the reason behind choosing DNN and RNN over traditional methods of prediction 
because of their accuracy.

Another group of researchers Smita Rath et al.[20] uses linear regression and 
multiple linear regression to predict covid-19 cases. R-square values for linear regression 
and multiple regression were found to be 0.99 and 1, respectively. It demonstrates 
a good prediction model for forecasting new covid-19 instances and these models 
achieved outstanding accuracy.

In a similar course, Parul Arora et al. [21] implemented Deep Learning models, 
Recurrent neural networks based on Long short-term memory (LSTM) for the prediction 
of covid cases and analysis. Deep LSTM, convolutional LSTM, and bi-directional 
LSTM are tested on 32 states/unions, and the model with the highest accuracy is 
selected. They found that bi-directional LSTM achieved remarkable accuracy with an 
absolute error of 0.03 which outperformed all other prediction models. Convolutional 
LSTM yields the worst results.

Michal Wieczorek et al. [22] developed a seven layers Artificial Neural network 
that Nesterov-accelerated Adaptive Moment Estimation (NADAM) trained. They 
developed a model with a unified architecture that does not require changes for different 
countries and regions. In comparison with RNN, ANN performed 3% better than the 
RNN. One predictor model performs with very high accuracy for the majority of the 
region, which is around 87.70%.

Saleh I. ALzahrani et al.[23] applied four different prediction models namely, 
Autoregressive(AR), Moving average(MA), Autoregressive Moving average(ARMA) 
and Autoregressive Integrated Moving average(ARIMA) to forecast the number of 
confirmed covid cases in Saudi Arabia over the next four weeks. ARIMA outperformed 
other models, with an R-square of 0.99 and a Mean Absolute Error (MAE) of 17.93%. 
MA exhibits the worst efficiency, with an R-square of 0.46.

Ammar H. Elsheikh et al. [24] used a Deep Learning forecasting model to predict 
the outbreak of covid. Long short-term memory (LSTM) network was proposed as a 
deep learning model in their study. Further compared this model with Autoregressive 
Integrated moving average (ARIMA) and Nonlinear autoregressive artificial neural 
network (NARANN). The LSTM model outperforms ARIMA and NARANN in 
forecasting the prevalence of the outbreak. The RMSE of the forecasted data using 
LSTM was less than 11 and 28% of that of ARIMA and NARANN, respectively, 
indicating that the proposed method significantly outperforms other tested statistical 
and AI-based methods.
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In other research work, a group of researchers [25] presented a new deep-learning 
approach: COVIDX-Net. The model comprises seven deep convolutional neural 
network architectures, including the modified Visual Geometry Group Network 
(VGG19), The Dense Convolutional Network (DenseNet121), the Inception network 
(InceptionV3), Residual Neural Network (ResNet), ResNetV2, Inception-ResNet-V2, 
Xception and MobileNetV2 model. This model detects COVID-19 in X-ray images 
automatically. Their research included 50 Chest X-ray images of which  twenty-five 
were  confirmed positive for  COVID-19 cases. The proposed COVIDX-Net model 
confirmed that the best deep learning classifier performance scores are for the VGG19 
and DenseNet121, with an accuracy of 90% each. 

Mucahid Barstugan et al.[26] attempted to predict covid cases using Computed 
Tomography (CT) pictures in a similar situation as described above. Four different 
datasets were created for COVID-19 detection by extracting patches of varying sizes 
from 150 CT pictures. To improve classification accuracy, they use to feature an 
extraction process that was applied to patches. Further, the extracted features were 
classified using Support Vector Machines (SVMs). During the classification process, 
they used 2-fold, 5-fold, and 10-fold cross-validations. Researchers obtained the best 
classification accuracy of 99.68% using 10-fold cross-validation and the Grey-Level 
Size Zone Matrix (GLSZM) feature extraction method. 

5.2. Influenza

Armin Spreco et al.[27] developed an integrated method for the detection and 
prediction of influenza. One’s integrated detection and prediction method was 
among the first to be developed in naturally occurring local influenza epidemics. For 
detection, exponential regression is used, and linear regression is used for prediction. 
The performance evaluation is based on retrospective data. They discovered that the 
prediction module performed admirably in terms of peak activity timing and intensity. 

J. Zhang and K. Nawata [28], In their study, used four distinct multi-step prediction 
algorithms: Multi-stage prediction (MSP), Adjusted multi-stage prediction (AMSP), 
Multiple single-output predictions (MSOP), and Multiple-output prediction (MOP) 
in the long short-term memory (LSTM). The results demonstrated that implementing 
multiple single-output predictions (MSOP) in a six-layer LSTM structure yielded the 
highest accuracy. To their knowledge, this is the first time LSTM has been used and 
improved for multi-step-ahead influenza outbreak prediction.
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Gisele H.B. Miranadaet al.[29], introduce a method for predicting the weekly 
occurrence of influenza-like illness (ILI) in real-time using a dynamically calibrated 
compartmental SIR (Susceptible, Infected, Removal or Recovered) model. The 
findings show that the suggested method can be used to portray the overall behaviour 
of epidemics.

In other research work, Rui Yin et al.[30] proposed a weighted ensemble 
convolutional neural network (CNN) for predicting influenza virulence, named: 
VirPreNet. As the base model, they used ensemble CNN models. Their findings indicate 
that VirPreNet improves performance by aggregating each base model’s prediction.

Studies performed by, Taichi Murayama et al.[31] used a Robust two-stage 
influenza prediction model. They used an autoregressive model in the initial stage and 
an LSTM model in the second phase. The first model forecasts future Influenza Like 
illness (ILI) rates/patient numbers based on historical data, while the second model 
forecasts sudden outbreaks using user-generated data(UGC). The study was conducted 
in two countries, the United States and Japan. Their proposed model achieved an 
accuracy of.935 and.914 for the respective country data and thus findings indicate that 
the proposed model is the best for seasonal flu prediction.

Again Taichi Murayama et al.[32] proposed a method for predicting the 
geographical distribution of influenza patients by using commuting data that utilises a 
graph convolutional network extension (GCN) model. Compare this proposed model 
with Vector autoregression (VAR), LSTM, and CNNRNN-Res. Ones GCN-based 
model performed better than other models.

5.3. Malaria

Godson Kalipe et al. [33] used a variety of machine learning and deep learning models 
for the Malaria Outbreak and analysis, including KNN, Random Forest, SVM, 
XGboost, ANN, and Naive Bayes. A comparison of these models was also presented. 
Six years of data from various health centres were used for the research. The accuracy, 
precision, error rate, recall, and Matthews correlation coefficient were used to evaluate 
the performance of these models. For this particular use case, XGBoost outperforms all 
models in terms of accuracy 96.26%, recall 93.89%, and precision 91.82%.

Deep learning-based smartphone application [34] implemented for malaria 
parasite detection in thick smear images. A dataset of 1819 images from 150 patients 
was used for this purpose. To create parasite candidates, an intensity-based Iterative 
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Global Minimum Screening (IGMS) initially performs a quick screening of an entire 
thick smear image. Each candidate is then classified as a parasite or non-parasite by a 
customised CNN model. The customised CNN model yields an AUC score of 98.39% 
on average and a standard deviation of 0.18%, which shows its robustness and efficacy. 
The average accuracy of the customised CNN model is 93.46%, the specificity is 
94.33%, the F-score is 93.40%, the sensitivity is 92.59%, and the precision is 94.25%

Pallavi Mohapatra et al.[35] performed a comparative analysis to determine the best 
model among malaria prediction accuracy methodologies in various climate conditions of 
Odisha State. The Waikato Environment for Knowledge Analysis (WEKA) is used in this 
objective, a collection of machine learning algorithms. WEKA was used in conjunction 
with two classifier techniques: MLP and J48. The J48 cross-validation approach performs 
better, but MLP performs even worse in forecasting malaria occurrences.

Matheus Félix Xavier Barboza et al.[36] proposed machine learning and deep 
learning model to estimate the prevalence of malaria cases in the states of Amazon. 
They used and compared random forest, long short-term memory (LSTM), and 
gated recurrent unit (GRU) models and their finding indicates that the LSTM design 
performed better in clusters with less variability in the number of cases, but the GRU 
performs better in clusters with high variability.

In the same course David Harvey et al.[37] introduced  the first data-driven 
malaria epidemic early warning system capable of forecasting the 13-week case rate in 
a primary care facility. They train a combination of Gaussian Processes and Random 
Forest Regressors on the extraordinarily high-fidelity data of infant visits to estimate 
the weekly number of malaria cases over 13 weeks. Discovered that when it comes to 
raising an alert, the algorithm has 30% precision and more than 99% recall. For the 
high alert level, this jumps to more than 99% precision and 5% recall.

Eric Kamana et al.[38] first time using the LSTM sequence to sequence 
(LSTMseq2seq) model to study the impact of climate change on the re-emergence 
of malaria cases. Based on the influence of climatic conditions, the introduced 
LSTMSeq2Seq model considerably improved the prediction of malaria re-emergence. 
The LSTMSeq2Seq model has achieved a prediction accuracy of 87.3% on average.

5.4. Other epidemics 

Satya Ganesh Kakarla et al. [39] used a weather-integrated multiple machine 
learning model to predict Dengue incidences. They performed their research using 
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Epidemiological and Meteorological data from 2003 to 2007 with statistical, machine 
learning and deep learning models. LSTM, which is a deep learning model, achieved 
RMSE =0.345 and R-square=0.9, the best among all other methods of prediction.

In another research work, Sumiko Anno et al.[40] developed an Early Warning 
System (EWS) for dengue spatiotemporal dengue fever hotspots based on climate. They 
used a machine learning algorithm to look for parameters that have a spatiotemporal 
link with dengue disease outbreaks. The machine learning model is built on a deep 
AlexNEt model that was trained via transfer learning and achieved 100% accuracy on 
an 8-fold cross-validation test dataset.

Van-Hau Nguyen et al. [41] designed deep learning models for dengue fever 
prediction using lagged Dengue Fever incidence and meteorological variables. They 
carried out their research using time series data. They applied attention-enhanced 
LSTM (LSTM-ATT), CNN, Transformer, and LSTM. Also compared it to the 
conventional machine learning model. Their findings suggest that LSTM-ATT was 
effective in predicting Dengue Fever occurrences.

Similarly, Samrat Kumar Dey et al.[42] attempted to forecast dengue illness in 
11 districts of Bangladesh using medical records, socio-economic and metrological 
data, and machine learning algorithms. Machine learning models, Multiple Linear 
Regression (MLR), and Support Vector Regression (SVR) were used. MLR and SVR 
achieved 67% and 75% accuracy, respectively. 

Qanita Bani Baker et al. [43] used sentiment analysis of Arabic tweets to anticipate 
epidemics such as influenza. For such purpose, they applied machine learning models 
like naïve Bayes, support vector machine, Decision trees and K-nearest neighbour. The 
results show that among these three models, Naïve Bayes and K nearest neighbour 
performed well with an accuracy of 89.06% and 86.43% respectively.

Prediction of hand, foot, and mouth disease epidemics in Japan, Kazuhiro Yoshida 
et al.[44] employed LSTM which is called RNN. The LSTM model was trained on 
weekly hand foot and mouth disease data. The output of research shows that LSTM 
can predict the future epidemic patterns of hand foot and mouth disease.

A table has been produced about the models used for disease outbreak
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Table 1: Summary of Reviewed papers

Sr. No Epidemics Objective Data Sources Algorithms Performance/ 
Findings Year References

1. Covid-19 Prediction 
and analyse 
the epidem-
ic tend 

epidemiolog-
ical data of 
COVID-19, 
Baidu 
migration proj-
ect, population 
density, per 
capita GDP

SEIR model  
And Deep Neural 
Networks (DNN) 
and Recurrent 
neural networks 
(RNN)

Models were 
effective in 
predictive 
covid-19 cases

2020 [19]

2. Covid-19 Prediction 
and analysis 
of covid -19 
cases

Time series data 
of covid-19 
from the Min-
istry of Health 
and Family 
Welfare of India

RNN based Deep 
Long-short-term 
memory (LSTM), 
Convolutional 
LSTM, Bidirec-
tional LSTM

Bidirection-
al LSTM 
achieved 
remarkable 
accuracy with 
an absolute 
error < 0.03

2020 [21]

3. Covid-19 Develop a 
model for 
covid-19 
forecasting.

Dataset 
provided by 
Johns Hopkins 
University

Seven layers 
ANN, RNN

ANN outper-
formed RNN, 
with accuracy= 
87.70%

2020 [22]

4. Covid-19 Forecasting 
outbreak of 
covid-19

Data provided 
by ministry of 
Saudi Arabia

Deep learning 
model LSTM, 
Autoregres-
sive Integrated 
moving average 
(ARIMA), Non-
linear autore-
gressive artificial 
neural network 
(NARANN)

The proposed 
deep learning 
model outper-
formed others’ 
forecasting 
model

2020 [24]

5. covid-19 To assist 
radiologists 
to 
automatical-
ly diagnose 
COVID-19 
in X-ray 
images.

Fifty chest 
X-ray images 
including 25 
confirmed posi-
tive COVID-19 
cases

COVIDX-Net: 
Seven different 
architectures of 
deep convolu-
tional neural 
network mod-
els-(VGG19), 
(DenseNet121), 
(InceptionV3), 
(ResNet),Res-
NetV2,Incep-
tion-ResNet-V2, 
Xception and 
MobileNetV2 
model.

Best deep 
learning classi-
fier is VGG19 
and DenseN-
et121, with 
an accuracy of 
90% each

2021 [25]
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Sr. No Epidemics Objective Data Sources Algorithms Performance/ 
Findings Year References

6. covid-19 applied 
feature 
extraction 
process to 
computed 
tomogra-
phy (CT) 
images and 
further used 
SVM to 
classifica-
tion.

The data set 
consists of 150 
CT abdomen 
pictures from 
the fifty-three 
affected patients.

Support Vector 
Machine (SVM), 
feature extraction 
process: Grey 
Level Co-oc-
currence Matrix 
(GLCM), Local 
Directional 
Pattern (LDP), 
Grey Level Run 
Length Matrix 
(GLRLM), 
Grey-Level Size 
Zone Matrix 
(GLSZM), and 
Discrete 
Wavelet Trans-
form (DWT)

SVM accura-
cy=99.68% 
with Grey-Lev-
el Size Zone 
Matrix 
(GLSZM) fea-
ture extraction 
method. 

2021 [26]

7. Influenza Multi-step-
ahead time 
series pre-
diction for 
Influenza 
outbreak

US flu data 
from the 40th 
week of 2002 to 
the 30th 
week of 2017, 
collected from 
Portal of the 
Centre for 
Disease Control 
and Prevention 
(CDC)

Four different 
multi-step LSTM 
prediction algo-
rithms: Multi-
stage prediction 
(MSP), Adjusted 
multi-stage pre-
diction (AMSP), 
Multiple 
single-output pre-
dictions (MSOP), 
and Multiple-out-
put prediction 
(MOP)

MSOP in 
a six-layer 
LSTM struc-
ture yielded 
the highest 
accuracy

2017 [28]

8. Influenza predicting 
the weekly 
occurrence 
of influ-
enza-like 
illness (ILI) 
in real-time 

weekly influen-
za-like illness 
data in Belgium 
throughout 
the seasons 
2010-2011 to 
2015-2016

 SIR (Susceptible, 
Infected, Removal 
or Recovered) 
model

suggested 
model per-
formed well 

2019 [29]

9. Influenza prediction 
of influenza 
A virus

not mentioned VirPreNet:-
weighted ensem-
ble convolutional 
neural network 
(CNN)

VirPreNet 
improves 
performance 

2020 [30]
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Sr. No Epidemics Objective Data Sources Algorithms Performance/ 
Findings Year References

10. Influenza Two-stage 
influenza 
model: 
robust The 
first stage 
uses AR and 
at second 
stage uses 
LSTM for 
the predic-
tion

 Centre for 
Disease Control 
and Prevention 
(CDC) , US. In-
fectious Disease 
Weekly Report 
(IDWR), Japan. 
Google Trend 
(GT) data

Auto Regressive, 
LSTSM model

accuracy for 
US=.935 and 
Japan= .914 

2019 [31]

11. Influenza using GCN 
model and 
commuting 
data to pre-
dict regional 
influenza

National 
Institute of In-
fectious Diseases 
(NIID)

graph convolu-
tional network 
extension (GCN) 
model, Vector 
autoregression 
(VAR), LSTM, 
and CNN-
RNN-Res. 

proposed 
GCN model 
outperformed 
all other 
models

2020 [32]

12. Malaria utilizing 
machine 
learning 
and deep 
learning 
to predict 
epidemics

National Vector 
Borne Dis-
ease Control 
Program, Indian 
meteorological 
Centre, and Cy-
clone Warning 
Centre, India

KNN, Random 
Forest, SVM, 
XGboost, ANN, 
and Naive Bayes

XGBoost 
outperforms 
all models with 
accuracy of 
96.26%, recall 
of 93.89%, 
and precision 
of 91.82%.

2018 [33]

13. Malaria deep learn-
ing based 
mobile ap-
plication for 
detection 
of malaria 
parasite

not mentioned customised CNN 
model

accuracy= 
93.46%, 
specificity= 
94.33%, 
F-score = 
93.40%, sensi-
tivity 92.59%, 
precision 
=94.25%

2020 [34]

14. Malaria finding a 
suitable 
machine 
learning 
model for 
malaria 
prediction 

National Vector 
Borne Disease 
Control Pro-
gramme, India

Multi-Layer 
prediction (MLP) 
model and J48 in 
WEKA

J48 performs 
better

2021 [35]
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Sr. No Epidemics Objective Data Sources Algorithms Performance/ 
Findings Year References

15. Malaria Prediction 
of malaria 
using deep 
learning 
models

Sistema de 
Informação de 
Vigilância 
Epidemiológi-
ca de Malária 
(SIVEP-MA-
LARIA), Brazil

random forest, 
long short-term 
memory (LSTM), 
and gated recur-
rent unit (GRU)

the LSTM de-
sign performed 
better in clus-
ters with less 
variability in 
the number of 
cases, but the 
GRU performs 
better in clus-
ters with high 
variability

2021 [36]

16. Malaria develop ear-
ly warning 
system for 
malaria

IeDA database combination of 
Gaussian Process-
es and Random 
Forest Regressors 

when it comes 
to raising 
an alert, the 
algorithm has 
30% precision 
and more than 
99% recall. 
For the high 
alert level, this 
jumps to more 
than 99% 
precision and 
5% recall.

2021 [37]

17. Malaria Predicting 
the impact 
of climate 
change 
on the 
re-emer-
gence 
of malaria 
cases

 collected 
monthly malaria 
cases in all thir-
ty-one provinces 
in 
China from 
January 2004 to 
December 2016

LSTM sequence 
to sequence 
(LSTMseq2seq) 
model

accuracy of 
87.3% on 
average

2022 [38]

18. Dengue weather 
-integrated 
multiple 
machine 
learning 
model for 
Dengue 
prediction

Integrated Dis-
ease Surveillance 
Programme 
(IDSP), 
Directorate of 
Health Services, 
Kerala. Indian 
Meteorological 
Department 
(IMD), Pune 
and National 
Oceanic and 
Atmospheric 
Administration 
(NOAA), USA

vector auto 
regression (VAR), 
support 
vector regression 
(SVR), gener-
alized boosted 
regression 
(GBM), and long 
short-term mem-
ory (LSTM)

LSTM best 
among all 
other model, 
achieved 
RMSE 
=0.345 and 
R-square=0.9

2022 [39]
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19. Dengue developed 
an early 
warning 
system for 
Dengue 
Fever

Taiwan CDC 
2016, Japan 
JAXA, NOAA, 
USA.

CNNs accura-
cy=100%

2019 [40]

20. Dengue forecasting 
dengue 
fever based 
on climate 
data

National Insti-
tute of 
Hygiene and 
Epidemiology 
(NIHE), Viet-
nam

attention-en-
hanced LSTM 
(LSTM-ATT), 
CNN, Transform-
er, and LSTM

 LSTM-ATT 
was effective 
in predicting 
Dengue Fever 

2021 [41]

21. Dengue Prediction 
of dengue 
incidents 
using 
hospitalized 
patients, 
metrological 
and socio-
economic 
data

www.bmd.gov.
bd, www.bbs.
gov.bd

Multiple Linear 
Regulation 
(MLR), and 
Support Vector 
Regression (SVR)

accuracy-MLR 
= 67% and 
SVR=75% 

2022 [42]

22. hand, foot, 
and mouth 

Prediction 
of hand, 
foot, and 
mouth 
disease 
epidemics

(https://www.
niid.go.jp/niid/
en/idwr-e.html

LSTM LSTM can 
predict the fu-
ture epidemic 
patterns 

2022 [44]

5. Discussion 

AI/ML applications are becoming more prevalent in the health sector, and they and 
emerging daily. Researchers are developing several models for tracking, monitoring, 
and forecasting epidemics. In a research, Michal Wieczorek et al. [22] developed a 
seven-layer ANN to forecast the covid-19 epidemic. Shuo Feng et al. [19] applied 
SIER and AI models for covid-19 prediction stating that AI model outperformed the 
traditional model. For the same epidemic, a study performed by Ammar H. Elsheikh et 
al. [24],claimed that LSTM, based on deep learning performed better than AI models. 
However [25] developed a deep learning model, COVIDX-Net for covid-19 prediction 
from X-ray and also [21], has developed a model for prediction of COVID-19 epidemics 
that shows remarkable efficiency. J. Zhang and K. Nawata [28] in their studies stated 
that four-layer LSTM is effective in the prediction of an influenza outbreak. Godson 
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Kalipe et al. [33] stated that XGBoost is best for prediction of Malarial outbreak 
in comparison of KNN, Random Forest, SVM, XGboost, ANN, and Naive Bayes. 
Parul Arora et al. [21] compared RNN based on LSTM and stated that bi-directional 
LSTM is better than convolutional LSTM and Deep learning for prediction of disease 
outbreak. Rui Yin et al.[30] in their study indicated that weighted convolutional 
CNN is best for the prediction of Influenza. Kumar Dey et al.[42] found that SVR 
is more effective in prediction than MLR. Other researchers [34, 36, 39] have also 
stated that LSTM performs well. This survey demonstrates that AI/ML is effective in 
predicting epidemics. AI/ML models with additional ingredients [19, 20, 21] produce 
considerable improvements. However, it should be noted that every prediction model 
proposed or previously constructed to anticipate epidemics has limitations.

6. Conclusion

Timely predictions of epidemics are the need of the hour. Creating a new machine 
learning model that assists health practitioners in making more accurate and precise 
decisions reduces the later catastrophe caused by infectious diseases. This paper’s findings 
imply that currently, existing machine learning algorithms for epidemic prediction have 
specific limits and constraints such as working with small size dataset, assumptions 
regarding long term predction etc. The findings also suggest that combining additional 
high-level problem-independent algorithmic frameworks with Machine learning 
models can improve epidemic forecasting skills. This review paper also emphasises the 
importance of developing machine learning models that are compatible with different 
locations, regions, and countries in the future.
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